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Introduction

Introduction

§ Despite the great advances in pretrained language models, 
they are still unable to analyze mathematical notation 
reliably

• Our preliminary analysis shows the Pretrained models 
show very poor performance (9%) while N-gram based 
language model shows 19%
• Fine-tuning on the task increases the performance 
(48%) but the accuracy is still inappropriate for an 
application



Contribution

Introduction

§ We propose two notation prediction tasks to test models’ 
mathematical semantics understanding

• Notation auto-suggestions
• Notation consistency checks

§ We then present a fine-tuned model MathPredictor
• Showing +12% and +16% for the tasks, respectively



The use of mathematical notation in texts

Related Work

§ Type inference in mathematical statements (Rabe et al., 2020)
§ Topic-sensitive equation generation (Yasunaga and Lafferty, 
2019)
§ Superscript disambiguation (Youssef and Miller, 2018)
§ Mathematical information retrieval (Greiner-Petter et al., 2020)
§ Retrieve a relevant paragraph (Abekawa and Aizawa, 2016)
§ Extract symbol description (Alexeeva et al., 2020)
§ Symbol description detection (Madisetty et al., 2020)
§ Contemporaneous work : Peng et al. (2021) 

Modeling mathematical notation



Model Architecture

Proposed Method: MathPredictor



Notation Type Definition

§ Mask Permutation
§ BERT as a base model
§ Length constraint of Notation is 10
§ Larger context modeling

• Global context / Local context

Details

Proposed Method: MathPredictor



Dataset

§ S2ORC Dataset
• 12.7 million full text in LaTeX format

§ We randomly subsample 1,000 papers, which is tokenized 
by WordPiece tokenizer

• Assign 80% to train, 10% to validation, and 10% to test

§ Non-text entities are replaced
• Author et al. to CITATION
• Section N to SECTION
• long equations to EQUATION
• tables and figures to TABLE and FIGURE, respectively

Experiment and Evaluation



Research Question

§ R1: How does our model compare to the baselines for the 
two prediction tasks?
§ R2: Does the model simply memorize notations in context 
or does it learn domain conventional patterns from other 
papers?
§ R3: Which types of notations is the model most able to 
predict?
§ R4: How well does the model perform when evaluated at 
the sentence level?
§ R5: How well does the model perform at the document-
level (qualitatively)?

Experiment and Evaluation



Overall Performance

Experiment and Evaluation

§ Two tasks
• Suggestion: Left-Only

• Consistency:
Left-and-Right



Task-level Performance

Experiment and Evaluation

§ According to Difficulty
• Easy set: The symbol(notation) is included in the 
context
• Challenge set: not included in the context



Notation Type Performance

Experiment and Evaluation

§ Auto-suggestion



Notation Type Performance

Experiment and Evaluation

§ Consistency-checks



Notation- and Sentence-level
Performance

Experiment and Evaluation



Full Paper (Paragraph) Result

Experiment and Evaluation



MathPredictor

Discussion

§ The performance is not likely good enough
• Top-5 Accuracy is 71.3% and 80.0%
• However, when we sub-sample 10x more
The performance improved by +10% accuracy

w Suggestion: 70.9% (Top-1) / 81.6% (Top-5)
w Checking: 83.5% / 89.0%

§ Current models memorize the meanings rather than generalize 
over them

• Predicting notation is a challenging problem

Guidance for future work
§ Utilize the structure of notation

• Token permutation is not expressive enough
• Direct modeling using tree structures

§ Sophisticated model architecture to use global context



Conclusion

Conclusion

§ In this paper,
• We propose two notation prediction tasks

w Auto-suggestion and Consistency checks
• We present a fine-tuned BERT

w particularly optimized on the tasks
w outperforms other baselines

§ We therefore foresee our method as aiding in helping 
authors of mathematical texts


